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1 Introduction

As defined by Elliott and Wartenberg (2004), spatial epidemiology is the description and analysis of geographic variations in disease with respect to demographic, environmental, behavioral, socioeconomic, genetic, and infectious risk factors. Spatial analyses abound in the epidemiological literature, with an early example found in the monograph edited by Doll (1984) on the geography of disease, in which large scale geographical variations of mortality for a number of chronic diseases were used to formulate hypotheses on the potential influence of life-style and environment. The paper on testing spatial autocorrelation by Cliff and Ord (1969) was highly instrumental in encouraging going beyond the simple display of disease maps and environmental atlases. It gave impetus to the development of a more formal statistical analysis framework, aimed at finely characterising the scale of spatial dependence and the type of geographical patterns, whether in the disease rates themselves or in the residuals of geographical correlation studies. Recent books on Spatial Epidemiology by Elliott et al (2000), Lawson (2006, 2008) and Pfeiffer et al (2008) all discuss the central concept of autocorrelation formalised in Cliff and Ord (1969) in order to lay the foundations for more sophisticated analyses. They also describe a series of recent examples, which show how the field has moved on from large scale descriptive studies towards more powerful small area studies that take advantage of the advances in geographical information systems.

2 Characterisation of spatial disease patterns

Before computing any autocorrelation index, it is important to pay attention to the geographical scale and resolution of the data, which will both influence autocorrelation measures as shown in Griffith et al. (2003). Moreover, spatial gradients, analogous to the trend observed in many time series, will influence the autocorrelation indices considered in Cliff and Ord (1969, 1981), as these will capture any non stationary patterns of variation. In spatial epidemiology, the influence of gradient-like contrasts on the epidemiological interpretation of association results was highlighted in the early work of Lazar (1982) and Pocock et al (1982), in which strong regional contrasts were shown for both disease and environmental variables, resulting in fewer degrees of freedom for interpretation than if substantial local heterogeneity is observed.

Following on from their 1969 paper, Cliff and Ord (1981) introduced a useful general definition of spatial autocorrelation of a variable \( Y_i \) as \( \sum_{i,j} w_{ij} A_{ij} \) with weights \( w_{ij} \) chosen to measure spatial closeness of areas \( i \) and \( j \), and \( A_{ij} \) a function quantifying the dependence between the values of \( Y_i \) and \( Y_j \). Their discussion highlighted two important interlinked aspects: first that
space had to be treated quite differently from time as there is no natural ordering, and second that there was a need to characterise *a priori* the form of spatial dependence of interest. Indeed, the chosen form of the weights \( w_{ij} \) is related to the scale and the type of dependence one is trying to measure, with binary weights based on adjacency being the most commonly used to study local dependence of disease outcomes, whereas distance based weights are more appropriate when a smoothly varying dependence is hypothesised, such as could be observed in an environmental pollutant.

In spatial epidemiology, spatial autocorrelation across a map is more commonly referred to as *clustering* (not to be confused with localised clusters). Walter (1993) describes the performance of autocorrelation statistics in the analysis of regional cancer incidence data, Wakefield et al. (2000a) further point to some extensions of the basic definition and to connections with moving windows and related methods. One important aspect that was highlighted in Besag and Newell (1991) is that the significance of autocorrelation of disease rates, e.g. when taking \( Y_i \) to be a Standardised Mortality Ratio (SMR), can be influenced by unequal variances of the SMRs, and that spurious autocorrelation might arise simply from the occurrence of high variable rates in small populations. In the same spirit, the performance of Moran’s \( I \) under heteroscedasticity was studied by Waldhor (1996), who proposed an approximation of the moments of \( I \) that accounted for population size. Tango’s statistic, which is based on proportions rather than rates and account for their inherent sampling variability, was proposed instead of Moran’s \( I \) (Tango, 1995, Wakefield et al. 2000a). Here, a smooth dependence with distance is used to measure the closeness of areas. Recently, Kulldorff et al (2006) have performed a comprehensive investigation of a variety of clustering indices in the context of cancer mapping, which confirm that Moran’s \( I \) is not adapted to the testing of autocorrelation of count data and that alternative indices have better performance.

Autocorrelation is nowadays used most commonly at a *latent level* than directly on epidemiological data, due to possible confusion between the Poisson noise and the true spatial dependence, particularly for small area noisy data, which has become increasingly the focus of interest. Hence, the emphasis has shifted from *testing* autocorrelation to *including* a spatial structure at a second level in hierarchical disease mapping models (see e.g. Wakefield et al., 2000b and Banerjee et al 2004). Weights \( w_{ij} \) are part of the formulation of a large class of spatial models, the conditional autoregressive (CAR) models (Besag et al. 1991). To be precise, after accounting for Poisson or binomial fluctuations of disease counts \( Y_i \) at the first level, the underlying (latent) (log)relative risks \( \mu_i \) are modelled using a conditional gaussian distribution with mean \( \mu_i \) and variance \( \sigma_i^2 \), where \( \mu_i \) is linked to the mean of the neighbouring \( \theta_j \) via an autoregressive formulation: \[ \mu_i = \sum_j w_{ij} \mu_j, \] with additional constraints on the weights and the conditional variances in order to ensure symmetry of the variance covariance matrix of the \( \theta_i \)s. Thus, ‘autocorrelation’ has become an integral part of the hierarchical toolkit widely used in disease mapping.

In parallel to the frequent use of binary weights when computing autocorrelation coefficients, commonly used CAR models in epidemiology also rely on binary weights. In a simulation study of disease mapping models, Best et al. (1999) perform a comparison between binary and distance based weights and note more sensitivity to the choice of weights than to usual gaussian assumptions. Beyond the definition of weights, the type of spatial model included in hierarchical disease mapping models has also been extensively discussed, with conditional, convolution, mixture and partition based, and joint models based on specifying directly the variance-covariance matrix of the \( \theta_i \), being proposed (see Besag et al., 1991, Wakefield et al, 2000b, Green and Richardson, 2002, Knorr-Held and Rasser, 2000, Lawson, 2008). A recent comparison of a large range of Bayesian spatial models for disease mapping shows that using
direct spatial modelling of variance-covariance matrix may lead to oversmoothing of the true disease rates, while convolution and mixture models adapt more readily to local changes (Best et al. 2005).

There is now widespread use of hierarchical disease mapping models in chronic (e.g. prostate cancer in the UK, Jarup et al. 2001, thyroid cancer in New Caledonia, Truong et al. 2007), infectious diseases (e.g. cholera in Mexico, Borroto et al, 2000) and social epidemiology (e.g. to study neighborhood characteristics, Aucheincloss 2007), demonstrating eloquently the blooming legacy of Cliff and Ord seminal paper in this domain.

3 Importance of taking into account spatial autocorrelation in investigations of geographical association between disease and risk factors

Analysis of geographic variations in incidence or mortality in relation to exposure to environmental variables is a subject of great interest in public health. The aim of such analyses is mainly to assess and test associations between health indicators and life-style or environmental exposure. But, as discussed in Cook and Pocock (1983), Richardson (1992) and Richardson and Monfort (2000), the potential spatial structure in each involved variables requires specific attention in order to be able to interpret associations meaningfully in a context of a regression model. The characterization of spatial patterns introduced by Cliff and Ord is then of great importance in the context of multivariate geographical regression. Different methodological aspects have been developed focussed on either modifying existing tests that assumed independence or alternatively, on directly modelling the autocorrelation structure of the regression residuals (see review by Marshall 1991).

First, authors have proposed to modify tests of association between health indicators and environmental variables to account for their spatial dependence. Clifford et al. (1989) propose a general method of testing such association based on computing the cross-correlation between two processes. The main idea is then to estimate an ‘effective sample size’ taking into account the spatial autocorrelation of each process, in order to adjust for the existing pattern of dependence in each data set. Applications of this procedure to study relationships between male lung cancer and different types of industry was discussed in Richardson et al (1992). Discussion and extension of this work can be found in Dutilleul et al. (1993, 2008) and in Fotheringham et al. 2009 (chapter 6).

Other approaches consider how to model the autocorrelation structure of regression residuals. A range of models for the covariance matrices of residuals have been suggested that are based on specifying different forms of spatial dependence (exponential, disc, Bessel ...) (see for instance Ripley 1981). Comparison of such models and evaluation of the impact of choosing one particular spatial model for the residuals on the estimation of the association coefficients of interest are studied by several authors (Richardson et al 1992, Wakefield and Morris 1999, Diggle et al 1998). Clear evidence of sensitivity is apparent. Many recent applications of such spatial regression modelling can be found in the epidemiology literature, as for example in Havard et al. (2009) where the relationship between air pollution and socioeconomic status is examined in France at a small area level.

Finally, as in disease mapping, current ecological regression approaches typically include the autocorrelation structure via hierarchical models. Poisson or Binomial generalized linear models are modified to include both a linear predictor containing fixed effects of a number of
ecological covariates and a random effects part. Clayton and Bernardinelli (1992) and Clayton et al. (1993) propose to include random effects that follow a CAR model together with an ecological regression part, and apply this to lung cancer in Sardinia and lip cancer in Scotland. Such models of extra spatial variability can be seen as natural extension of hierarchical models for mapping disease risk to ecological regression approaches.

Ecological correlation studies are now mostly done using such hierarchical formulation. For instance, Van Leeuwen (1999) studies association between stomach cancer and water contamination, Biggeri (2005) association between lung cancer and atmospheric pollutants. Hierarchical formulation allows also to consider latent geographical covariate as in Maheswaran et al (2006). The problem of simultaneously modelling data obtained on different geographical scales is a subject of current interest, see Best et al. (2000). Consequences of misspecification of the within-area exposure distribution in the hierarchical model are discussed in Fortunato et al (2007).

4 Discussion

Cliff and Ord introduced the crucial idea of assessing and testing autocorrelation in the processes under study as a way of characterising their spatial patterns. Autocorrelation structure is now currently modelled through hierarchical approaches in disease mapping risk and in regression analysis. The amount of published papers dealing with theoretical and methodological aspects of such analyses (estimation bias, spatial model formulation, impact of choosing a specific spatial model ...) and on applications in epidemiology underlines the importance of their work. Resulting improvement on risk estimates, association estimates, which carries to the interpretation of such associations is clearly a consequence of the importance of taking into account the autocorrelation of variables in principled statistical analyses in spatial epidemiology.
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